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In this paper, we investigate the effects of boundary structure on the properties of water in nanometer scale
environments. We use molecular dynamic simulations to study water enclosed in model nanocavities with
rigid boundaries of ice Ih structure and compare its behavior to that of water in cavities with smooth structureless
boundaries. We show the dependence of quantities such as velocity autocorrelation function and hydrogen-
bond lifetimes on the size and surface characteristics of the cavity. The boundary structure greatly influences
the structure and dynamics of the water. In the smallest systems considered, with dimensions of 3-8 Å, the
dynamics are slowed significantly, and the velocity autocorrelation function resembles that of solid ice.

Introduction

Water is an essential component of life, and its unique
physical properties continue to inspire further investigation. A
great deal of experimental and theoretical research has been
directed at understanding the properties of water and aqueous
solutions.1-3 Despite this, much remains poorly understood and
controversial. The anomalous properties of pure water, such as
its high melting and boiling points and its density maximum at
4 °C, are well-known2,4 but are still the subject of intense
research. While some experimental work continues to focus on
the structure and hydrogen-bond dynamics of bulk water via
1H NMR5 or X-ray diffraction,6 other work has explored the
modified properties of water in nanoscopic domains. Water in
systems of nanoscale dimensions has been shown to have
startlingly unique properties that can differ dramatically from
bulk water. In the work of Korobov et al.,7 differential scanning
calorimeter measurements were used to determine the melting
enthalpy of water prepared within nanodiamond gels. It was
postulated that similar phases exist in other clusters of carbon
nanoparticles whose size is smaller than 200 nm. Hydrated pores
are another example of where water forms ordered structures
in confined environments. Here, water forms cagelike wetting
paths for flow within the pore.8 Water filling a cavity is highly
sensitive to the size of the cavity and the strength of the
interaction between water and the cavity walls.9 Wettability has
been shown to be highly correlated to the physical nature of
microstructures and nanostructures on a surface.10

A large number of recent computational studies have con-
sidered water and aqueous solutions in the confined environment
of carbon nanotubes. These investigations highlight the effect
that nanoscale size and structure can have on solutions. Mashl
et al. investigated the properties of water under confinement in
carbon nanotubes using molecular dynamics (MD) simulations.11

For critical diameters, the water in the pore adopts a regular,
icelike structure. Slight variations in the diameter leads to
disordered, bulklike water, demonstrating the sensitivity of water
properties to the geometry of boundaries on the nanoscale.
Experiments have also probed water properties inside of carbon

nanotubes.12,13 For instance, Maniwa et al. have observed the
formation of pentagonal to octagonal ice in carbon nanotubes.13

In related studies, Levinger, Fayer, and coworkers have probed
the dynamics of nanoscale water in reverse micelles using
ultrafast infrared vibrational echo spectroscopy and observed
significant differences in the rate of hydrogen-bond dynamics
compared to bulk water.14 Several groups have investigated the
dynamics of water permeation through the membrane channel
protein aquaporin.15-18 Here, a narrow hydrophobic channel
allows facile single-file transport of water molecules through
the core of the protein. In related studies, a number of
investigators have performed simulations and theoretical analysis
of water dynamics in model nanopores.11,19-36 These systems
typically are chosen to be simple analogues of the hydrophobic
channel in aquaporin. The small diameter systems studied exhibit
rapid concerted transport of aligned water in a single-file fashion.
Giovambattista et al. investigated hydration of confined water
by nanoscale surfaces with patterned hydrophobicity and
hydrophilicity.37 Fluid flow in carbon nanotubes and nanopipes
was recently reviewed by Whitby and Quirke.38

Aqueous solutions in nanopores and nanotubes have also
received attention. Aluru and coworkers have performed mo-
lecular dynamics simulations of electrolyte solutions in carbon
nanotubes to study ionic flow in models of protein channels in
cell membranes39 and interfacial effects in KCl transport in
charged silicon nanochannels.40 This group has also studied the
single-file osmosis of water through a semipermeable membrane
spanned by charged and uncharged nanopores.41

Salt solutions in nanopores have also been investigated
theoretically by Hansen and coworkers.42 In these studies, the
ability of ions to enter water-filled pores can be affected by
external electric fields, suggesting nanoscale control of solutes.
Yang and Garde modeled the selective partitioning of cations
into negatively-charged nanopores in water.43 Hydrated pores
are another examples of where water forms ordered structures
in confined environments. Here, water forms cagelike wetting
paths for the flow of water within the pore.8 Water filling a
cavity has been shown to be highly sensitive to the size of the
cavity and the strength of the interaction between water and
the cavity walls.9

The so-called core-shell model in reverse micelles has been
proposed44,45 to describe the water directly hydrating the anionic
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surfactant aerosol and the water not in contact with the anion.
The core-shell model aims to describe microensembles of
hydrogen-bonding networks, which get disrupted at the surface
of the micelle. Chanda et al.46 used MD to calculate the lifetimes
of hydrogen bonds as a function of the location of this formation.
While both systems studied the hydrogen bonding near highly
polar head groups, these studies failed to isolate the region in
which only water-water interactions contributed to the dynamics.

In this paper, we investigate the effects of boundary structure
on the properties of water in nanoscale environments. We
employ the method of molecular dynamics (MD) simulations47

to study water enclosed in cavities surrounded by rigid
boundaries of ice Ih structure and compare its behavior to that
of water in cavities with smooth structureless boundaries. We
calculate dynamical quantities such as the velocity autocorre-
lation function and hydrogen-bond lifetime distributions and
analyze their dependence on the size and surface characteristics
of the cavities.

Systems and Methodology. We study an idealized model
of water in nanoscale environments. In particular, we consider
water in (roughly) spherical voids in a rigid material. Two
cases are considered: hydrophilic voids with structured
boundaries built on a rigid ice geometry and voids enclosed
in smooth structureless walls. The structured boundaries are
defined by a rigid solid with an ice Ih structure enclosing a
sample of dynamically mobile water molecules within a
radius rsphere of the origin. The structureless voids are defined
by applying a radial harmonic restoring force on atoms with
r > rsphere.

The hydrophilic voids are constructed by selecting water
molecules in an initial ice Ih structure whose oxygen atoms are
greater than a distance rsphere from the origin. This outer section
of the ice remains spatially fixed during the molecular dynamics
simulations, while the waters within the void are allowed to
move (see Figure 1). This system is physically unrealizable but
offers a simple model for studying the effect hydrophilic
confinement. In particular, the ice surface structure acts as an
optimal “template” on the dynamically mobile waters within

and thus might be expected to induce icelike structure and
dynamics in the liquid phase.

The calculations described here are carried out using the
NAMD molecular dynamics package, developed by the Theo-
retical and Computational Biophysics group in the Beckman
Institute for Advanced Science and Technology at the University
of Illinois at Urbana-Champaign (UIUC).48 Visualization and
data analysis are conducted using VMD, a visualization package
also available from UIUC.49

A summary of the system configurations studied is found in
Table 1. The systems are denoted r4, r6, r10, and r15, indicating
the approximate radii of the void. For each void size considered,
two systems are treated: a hydrophilic structured boundary
model as described above and a system of (roughly) the same
size with a smooth and structureless spherical boundary for
comparison. In addition, bulk water simulations are performed,
and the results are compared with those of our confined models.
These systems consist of a similar number of waters and density
confined with a spherical boundary condition (SBC) algorithm
(see Table 1). The SBC algorithm for a harmonic restoring
potential directed toward the origin has the form:

Esbc ) { ksbc(| rbi|- rsphere)
2 | rbi| > rsphere

0 | rbi| < rsphere
(1)

where ksbc is the force constant, rbi is the position of the ith

molecule (relative to the origin at the center of the cavity), and
rsphere is the radius of the spherical cavity. External forces of
this form are implemented in NAMD.48 Our SBC simulations
employ an rsphere and ksbc chosen to give a density as close to
the bulk value as possible (0.032 waters per Å3). Our bulk
simulations consist of ca. 4000 water molecules and are thus
much larger than our confined water simulations. SBC simula-
tions gave densities reasonably close to bulk water, as shown
in Table 1.

All systems are initially thermalized at a temperature T )
300 K using a Langevin thermostat in order to create a starting
point for constant energy (NVE) simulations, which are used
to collect data. Output for velocity and positions are recorded
every 1 and 5 fs for velocity autocorrelation functions and
hydrogen-bond dynamics, respectively. Observables were aver-
aged over a number of simulations as described below. Because
of the small number of free waters and icelike dynamics, longer
simulation times (e.g., 0.5 ns) are needed for r4 and r6
simulations so that sufficiently large data sets are generated for
statistical analysis.

Figure 1. System structure for the r6 simulation. The water molecules
shown as line drawings (blue) are held fixed in the (Ih ice) structure,
while the waters drawn with their van der Waals radii (red and gray)
are mobile.

TABLE 1: Summary of Rigid Ice Boundary Simulations
and the Spherical Boundary Comparison Runsa

rigid ice boundary spherical boundary

system name waters avgdensity waters avgdensity

r4 11 0.085 11 0.056
r6 33 0.036 33 0.037
r10 69 0.037 65 0.035
r15 389 0.032 469 0.031
bulkNVT 3905 0.031
bulkNVE 3905 0.031

a The density is given in waters per Å3. Here, r4, r6, r10, and r15
are the simulation names and indicate the approximate radial size of
the void. The approximate scale of each from r4 to r15 is 3, 6, 8,
and 14 Å, respectively.
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Results

We calculate the velocity autocorrelation function (VACF)
C(t) for each simulation. The VACF is found by computing
the following averages over the ensemble:47

C(t)) 〈V(0) · V(t)〉
〈V(0) · V(0)〉 (2)

Here, V(0) and V(t) are the velocities at time t ) 0 and a later
reference time t, respectively, while the <... > is an average
over both the molecules in the system and time. The results for
this calculation are shown in Figure 2 for SBC simulation and

Figure 3 for confined simulations. The results are averages over
three independent MD simulations.

Hydrogen bonding is a dominant contribution to the structure
and dynamics of water. There has been a great deal of discussion

Figure 2. The velocity autocorrelation function (VACF) for spherical boundary water simulations, compared with the bulk result. See text for
discussion.

Figure 3. The velocity autocorrelation function (VACF) for our templated boundary water simulations, compared with the bulk. See text for
discussion.

Figure 4. The geometric criterion used with the defining hydrogen
bonds in terms of intermolecular lengths and angles: θ ) 150° and
length Odonor-Oacceptor ) 3.5 Å.

TABLE 2: Average Hydrogen-Bond Lifetime and Average
Number of Hydrogen Bonds per Watera

confined simulation spherical boundary

simulation τHB HB per water τHB HB per water

r4 2984 1.2 169 1.1
r6 1759 1.2 200 1.3
r10 315 1.3 194 1.4
r15 236 1.5 202 1.6
bulkNVT 194 1.7
bulkNVE 214 1.7

a The average lifetime and the average number of hydrogen
bonds do not include interactions with the wall. The lifetimes and
average hydrogen bonds per water are averaged over three
independent simulations. Lifetimes (τHB) are given in units of
femtoseconds. The table reports averages using the Odonor-Oacceptor

distance and the Odonor-Hdonor-Oacceptor angle criterion described in
the text.
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in the literature regarding the advantages of various hydrogen-
bond definitions that are employed in analyzing the data
generated by MD simulations of water and aqueous solutions.
In terms of the dynamical variables, the two main approaches
are the geometric method,50 based on the pair correlation
function g(r) extracted from NMR or neutron X-ray diffraction,
and the energetic method,51 which is related to activation
energies measured by IR and Raman spectroscopy OH and OD
shifts. Both methods have various alternative definitions and
hybrid forms.52 An ideal model for hydrogen bonding should
be one which can be compared to NMR (for angles)5 and XRD
(distances between bonds)6 experiments. That is, a model should
be comparable to bulk water and converge to values close to
bulk water values. It is believed that geometric criterion fit to
NMR experiments are better than energetic criterion,53 but most
methods produce comparable results.

Of the available methods, we choose to use the geometric
criterion to define hydrogen bonds, which is defined by three
conditions on the atomic coordinates: (1) the Odonor-Oacceptor

distance should be less than 3.5 Å; (2) the Hdonor-Oacceptor

distance should be less than 2.5 Å; (3) the bond angle θ created
by the Odonor-Hdonor vector and the Hdonor-Oacceptor should be
less than 150°.54 A summary is shown in Figure 4. In this work,
we use the angle cutoff and the Odonor-Oacceptor distance. Average
hydrogen bonds per water are within the accepted values for a
bulk water simulation using our criterion.55 A summary of the
hydrogen bond analysis is shown in Table 2.

The method used converges well with the strict geometric
criterion and the energetic criterion in NVT bulk simulations.51

It should be noted that this criterion can also have a very close
analogy to the energetic method simply by relaxing some of
the conditions (and applying some trigonometry). For example,
when we relaxed our angle criterion and used the Hdonor-Oacceptor

distance, similar values were obtained as compared to an
energetic criterion.51 Note that the difference in the lifetimes is
due mostly to the environment surrounding the water molecules,
while the number of hydrogen bonds fluctuates because of the
surface area of the outer edge of a simulation (i.e., the outer
surface excludes the formation of hydrogen bonds explicitly in
the SBC boundary, while in the confined simulation the outer
surface implicitly excludes the counting of hydrogen bonds to
the walls).

In the work of Luzar,56 the hydrogen-bond correlation
function is described and later extended by Chanda et al. into
two distinct time correlation functions,46 the continuous cor-
relation function and the intermittent correlation function.
Generally, these are fit to multiexponential functions thus
defining the hydrogen-bond lifetimes. This method has also
allowed treatment of hydrogen bonds as an activated process
and uses the lifetime within the Eyring equation to calculate
activation energies.53 In our work, we simply use a time average
of the intermittent lifetimes so that the hydrogen bonds are
treated as broken when any test of the hydrogen-bond criterion
is false. Numerically, this is expressed as

τHB )
1
N∑

i

N

hi (3)

where hi is the ith hydrogen-bond lifetime and the sum is over
N hydrogen bonds that broke during the total sample time. To
record the lifetime, each lifetime is initialized to 0 and are
recorded only after any initial bonds break. We sample the
criterion in 5 fs increments, as was shown in the literature to
be adequate to capture the fast dynamics of the hydrogen bond.53

Hydrogen-bond networks are generally thought of in terms
of thermal fluctuations over the inherent structure of water.57

The dynamics are then divided into a fast component and slow,
diffusive component. The two components of hydrogen bond
dynamics are often examined via the hydrogen-bond correlation
function’s slow and fast decay constants. Instead of calculating
the correlation function, we calculate the probability density
function (PDF) for the hydrogen bond lifetimes:

PDFHB(τ)) P(τ)

∫0

∞
P(τ) dτ

(4)

Here, the numerator P(τ) represents the histogram of lifetimes
(recorded at the time of breaking), and the denominator is the
normalization factor (where, in practice, “∞” is over a suf-
ficiently long simulation time). A plot of the PDF’s for the
confined and SBC are shown in Figures 5 and 6, respectively.
Similar to the behavior of the correlation function, a sharp fast
decaying peak and a slow decaying tail are seen in the Figures,
while the confined simulations show further structure in the PDF.

Figure 5. The normalized probability density function (PDF) for the smooth boundary confined systems, as described in the text. The spherical
droplets have similar PDFs as the bulk simulation.
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In order to understand radial layering and structuring effects
in the confined water, we examine the spatial dependence of
the hydrogen-bond lifetimes. Here, we used the breaking point
of the hydrogen-bonded acceptor hydrogen spatial positions to
calculate rbi. Since the ratio of the size of a water molecule to
the system size is large compared to bulk, significant dynamical
affects are expected at the boundaries of the system. The results
of a histogram of average rbi versus lifetimes is shown in Figure
7 and discussed below.

The diffusion constant for our bulk water simulation is
calculated from the integral of the VACF with respect to time.
The value obtained from the integral is close to bulk values
reported previously.58 From Figures 2 and 3, the confined
simulations have a tendency to have larger oscillation and a
slower decay to zero. This is seen in the VACFs as a slower
decay of C(t) as compared to bulk VACF. In particular, the r4
and r6 templated boundary simulations show dynamical oscil-
lations from limited degrees of freedom. This is a clear
indication that the surrounding potential alters the dynamics on

the scale of 3-8 Å. The behavior of the confined simulations
converge toward that of the bulk as the cavity size gets larger.
The smooth boundary droplets, on the other hand, show little
variation with size and exhibit bulklike VACFs for all cases
studied.

Discussion and Conclusions

From the average lifetimes given in Table 2, one can see
that the smooth boundary confined systems have values close
to bulk for all the simulations, while the templated boundary
confined systems exhibit longer hydrogen-bond lifetimes. The
smaller simulations exhibit larger probabilities near the peaks
suggestive of solid phonons in the VACF, and tails, which decay
over longer time periods. In general, the average number of
hydrogen bonds per water shown in Table 2 increases with size
of the system and increases from a SBC simulation compared
to a templated boundary simulation. Generally, the larger the
surface area to volume ratio, the longer lived the hydrogen
bonds.

Figure 6. The normalized probability density function (PDF) for the templated boundary confined systems, as described in the text. The PDFs for
short distances for the confined r4, r6, and the bulk system is show in the insert to more clearly display the structure of the confined systems.

Figure 7. Histograms of hydrogen-bond lifetimes as a function of radial position. The bin sizes are 0.5, 1, 1, 1, and 2 for r4, r6, r10, r15, and bulk,
respectively. See the text for discussion.
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It is also noteworthy to compare the PDFs of the smooth
and templated systems. The most probable hydrogen-bond
lifetime is very similar from simulation to simulation, as can
be seen from Figure 6. The PDF has two peaks at about 30 and
60 fs, which are at the first and second zeros in the VACF (the
forward and reverse relative velocity correlations). The smaller
systems show sharp peaks at those values, while the larger
simulations are smoother. Finer bin sizes or larger output
frequencies do not resolve these peaks. The tail of this function
is related to the diffusion for longer times. As the system are
made smaller, the number of hydrogen bonds available is
decreased, and the inherent tetrahedral structure of water is more
prevalent. This leads to less mobility due to stronger hydrogen
bond correlations. Such correlation is shown in various confined
simulations, such as reverse micelles or single-file water in (6,6)
carbon nanotubes.19,44

Histograms of the spatial dependence of the hydrogen-bond
lifetimes show confinement or local templated environmental
ordering, and one can infer that the dynamics are significantly
slower near the structured hydrophilic boundary. In Figure 7,
the lifetime is shown to increase near the wall of the smaller
templated systems. The spherical boundary systems, on the other
hand, look approximately like the bulk, a flat line near the
average value of the lifetime. Slight downturns at the boundary
can be attributed to the exact nature of the wall structure for a
given size (i.e., radial values at the boundary that are predomi-
nantly oxygen atoms). The behavior found in these model
systems is similar to that found spectroscopically in confined
systems with structured boundaries45 and might give insight into
the effects of interfacial nanoconfinement in reverse micelles
or similar structures.

It is evident from the simulations that the lifetimes of
hydrogen bonds in a network is enhanced by templating
interactions with the structured wall. By comparing the r6 and
r10 trials, one can see a distinct lengthening of the lifetimes. In
work by Jinesh and Frenken, room-temperature ice is observed
in between graphite and a tungsten tip during friction force
microscope59 over distances on the order of 4 Å. This confine-
ment is similar to r4 confined simulation in that VACF and
narrow peaks in hydrogen-bond life times are observed similar
to icelike structure and fit the characteristic lattice period of
hexagonal ice. It seems reasonable that other structures can
induce icelike water between 3 and 6 Å if confined between
surfaces.

In the paper, we have explored the modification of the
properties of water when confined in nanoscale volumes. We
observe that local environment indeed affects the structure and
dynamics of water. The magnitude of the effects of confinement
greatly depend on the number of hydrogen bonds available per
water as well as lifetime of nearby hydrogen bonds. Water shows
a smoothing of the “local tetahedral” structure as it goes from
confined template environment to bulklike environments. The
extent of nanoconfinedment shown in this model situation is
between 3 and 8 Å. For smaller systems, local order is
prevalently dominant, while the larger systems tend toward
bulklike dynamics near the center of the cavity. The effects
depend strongly on the structure of the boundary, with nano-
systems with smooth boundaries exhibiting behavior similar to
the bulk down to very small sizes. Further work on this subject
will be directed toward understanding the detailed dependence
of water structure and dynamics on the characteristics of the
molecular structure of the boundary. Other work attempts to
take advantage of the special properties of water in nanoscale
environments to study nanofluidic rectifiers.60
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